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Abstract

In multiple objective programs [MOP], application functions are established to measure the degree of fulfillment of the decision maker’s requirements (achievement of goals, nearness to an ideal point, satisfaction, etc.) about the objective functions (see e.g. [7, 24]) and are extensively used in the process of finding ”good compromise” solutions. In [6] we demonstrated that the use of interdependencies among objectives of a MOP in the definition of the application functions provides for more correct solutions and faster convergence. In this paper, generalizing the principle of application functions to fuzzy multiple objective programs [FMOP] with interdependent objectives, we define a large family of application functions for FMOP and illustrate our ideas by a simple three-objective program.

1 Introduction

Decision making with interdependent multiple criteria is a surprisingly difficult task. If we have clearly conflicting objectives there normally is no optimal solution which would simultaneously satisfy all the criteria. On the other hand, if we have pair-wisely supportive objectives, such that the attainment of one objective helps us to attain another objective, then we should exploit this property in order to find effective optimal solutions. In some earlier work [4, 5] we used the fuzzy Pareto optimal set of non-dominated alternatives as a basis for an OWA-type operator [21, 22], which was used to rank-order the alternatives according to an effective attainment of the interdependent criteria. This turned out to be a promising approach, and it will be explored and further developed in this paper. Decision making is possible and required if there is a set \(X\) of available decision alternatives \(x_i\) \((i \geq 2)\); if we then introduce DM, a well-defined (in a utility theory sense) decision maker, and a real-valued function \(c(x)\) it is possible to use preferences as a basis for the selection of a decision alternative ([19]). DM is said to prefer \(x_i\) over \(x_k\) (both in \(X\)) iff \(c(x_i) > c(x_k)\), and DM is said to be indifferent between \(x_i\) and \(x_k\) iff \(c(x_i) = c(x_k)\). If we consider the set \(X\), and assume that the function \(c(x)\) has some rather normal properties (cf. [17]), we have the following well-defined problem: to find an \(x^* \in X\) such that \(c(x^*) > c(x_i)\) for all \(x_i \in X\). As this is a question of simple enumeration as soon as the problem has been formulated, no actual decision making is involved at this stage (the selection/definition of \(x\) and \(c(x)\) actually requires decision making, but of quite another kind). Consider now, ceteris paribus, the case when the preferences of DM rest on

\[ c(x) = (c_1(x), \ldots, c_m(x)) \]

and the ranking of the decision alternatives \(x_i\) and \(x_k\) \((\in X)\) is not well-defined anymore (cf. [17]). The most we can do is to organise alternatives according to efficiency or non-dominance. Consider the

alternative \( x_j \); it is said to be strongly efficient or Pareto optimal (cf. [5]) iff it is impossible to find an \( x_k \ (k \neq i) \) such that \( c_j(x_k) \geq c_j(x_i) \) for all \( j = (1, \ldots, m) \) and \( c_j(x_k) > c_j(x_i) \) for at least one \( j \).

There are numerous methods available for finding \( x_i \) (cf. [11, 23, 25]), if (i) the set of feasible alternatives is well-defined, (ii) there is a rationally structured model of preferences, where the preferences satisfy some necessary mathematical properties, and (iii) the problem of finding an efficient alternative is a well-formulated mathematical problem [14].

If the criteria are independent, there are various aggregation methods (additive forms, weighted sums, expected utility, and utility additive and multiplicative forms) available for comparing and ranking non-dominated alternatives, which (in a sense) reduces the multiple criteria problem to a situation comparable with the single criterion decision - and quite a few insights in the decision problem are simplified away.

In a recent paper Sakawa and Yano [17] very nicely demonstrate the state of the art when we want to deal with multiple criteria problems which are - and cannot be - well-defined. Their model is a multiple objective linear fractional programming model, with fuzzy parameters and an uncertain goal for the objective function. The uncertainty is of two types: (i) an uncertainty of the satisfaction with the value of an objective function; and (ii) an uncertainty of the possibility to generate the wanted value of the objective function. The Sakawa-Yano method handles both types of uncertainties and reduces the problem to an ordinary multiobjective programming problem.

The \( I^{-\gamma} \)-Pareto optimality is introduced as a new solution concept; the optimality denotes the agreement between the multiobjective fuzzy linear fractional function and the fuzzy goal.

Another approach has been developed by Kacprzyk and Yager (cf. [11]), in which they use fuzzy logic with linguistic qualifiers to bring human consistency to multiobjective decision making. They use rather a nonconventional solution concept, which is based on searching for some optimal option which "best satisfies most of the important objectives"; this differs from the traditional notion to try to find an optimal option which best satisfies "all the objectives".

Both the Sakawa-Yano and the Kacprzyk-Yager papers seem to support the idea that traditional MCDM-models, and their underlying notion of an optimal solution, are much too limited for actual, real-world problem-solving with MCDM methods. The reason for this is simple: when the solution derived from a well-formulated mathematical MCDM-model is applied to an actual problem there are some major problems to consider (cf. [14]): (i) the set of feasible decision alternatives is fuzzy, and this set changes during the problem solving process; (ii) the DM does not exist as an active entity, and the preferences consist of badly formulated beliefs, which are riddled with conflicts and contradictions; (iii) data on preferences are imprecise, and (iv) a decision should be good or bad not only in relation to some model, but in relation to the actual context. These problems have initiated active and fast-growing research on the use of fuzzy set theory in solving multiple criteria decision problems [1, 2, 3, 15, 16, 20, 25].

Much more interesting, and much closer to multiple criteria problems in the real world, than the traditional MCDM-problems are the cases with interdependent (conflicting, supportive) criteria. Consider a decision problem in which we have to find an \( x^* \in X \) such that three different criteria \( c_1, c_2 \) and \( c_3 \) are all satisfied when \( c_1 \) and \( c_2 \) support each others, \( c_2 \) and \( c_3 \) are conflicting, and \( c_3 \) and \( c_1 \) are supportive (with respect to some directions).

It is clear that the choice is rather a complex process unless we find some systematic ways to evaluate and explore the interdependence; nevertheless, it is quite a common case in fairly standard business situations (cf. e.g. [5]). The evaluation is probably more straightforward for a single decision maker than for a group of decision makers, each of which is defending one or two of the criteria. In problems with interdependent multiple criteria we do not have to handle just uncertainty and imprecision, there is an added element of inability to grasp the consequences of the interdependencies; this is also a field of research in which the use of models based on fuzzy set theory should give us decisive advantages.
In Section 2 we will introduce application functions and show how they can be applied in multiple objective programming models; the application functions are further developed to fuzzy multiple objective programming in Section 3, in which we show how to deal with the problem of interdependence; the method is illustrated with a simple example in Section 4 and the results are summarized in Section 5.

2 Application functions for MOP

Consider a multiple objective program

\[
\max_{x \in X} \{ f_1(x), \ldots, f_k(x) \}
\]

(1)

where \( f_i : \mathbb{R}^n \to \mathbb{R} \) are objective functions, \( x \in \mathbb{R}^n \) is the decision variable, and \( X \) is a subset of \( \mathbb{R}^n \) without any additional conditions for the moment.

An application function \( h_i \) for MOP (1) is defined as [7, 24]

\[
h_i : \mathbb{R} \to [0, 1]
\]

such that \( h_i(t) \) measures the degree of fulfillment of the decision maker’s requirements about the \( i \)-th objective by the value \( t \). In other words, with the notation of \( H_i(x) = h_i(f_i(x)) \),

\( H_i(x) \) may be considered as the degree of membership of \( x \) in the fuzzy set “good solutions” for the \( i \)-th objective. Then a “good compromise solution” to (1) may be defined as an \( x \in X \) being “as good as possible” for the whole set of objectives. Taking into consideration the nature of \( H_i(.) \), \( i = 1, \ldots, k \), it is quite reasonable to look for such a kind of solution by means of the following auxiliary problem

\[
\max_{x \in X} \{ H_1(x), \ldots, H_k(x) \}
\]

(2)

For \( \max \{ H_1(x), \ldots, H_k(x) \} \), which may be interpreted as a synthetical notation of a conjunction statement (“maximize jointly all objectives”) and \( H_i(x) \in [0, 1] \), it is reasonable to use a t-norm \( T \) [18] to represent the connective AND. In this way (2) turns into the single-objective problem

\[
\max_{x \in X} T(H_1(x), \ldots, H_k(x)).
\]

There exist several ways to introduce application functions [11]. Usually, the authors consider increasing membership functions (the bigger is better) of the form

\[
h_i(t) = \begin{cases} 
1 & \text{if } t \geq M_i \\
v_i(t) & \text{if } m_i \leq t \leq M_i \\
0 & \text{if } t \leq m_i
\end{cases}
\]

where \( m_i \geq \min_{x \in X} f_i(x) \) denotes the reservation (or security) level representing minimal requirement and \( M_i \leq \max_{x \in X} f_i(x) \) is the desirable level on the \( i \)-th objective.

In [6] we have introduced measures of interdependences between the objectives, in order to provide for a better understanding of the decision problem, and to find effective and more correct solutions to MOP (1).

**Definition 2.1** [6] Let \( f_i \) and \( f_j \) be two objective functions of (1). We say that...
(i) \( f_i \) supports \( f_j \) on \( X \) (denoted by \( f_i \uparrow f_j \)) if \( f_i(x') \geq f_i(x) \) entails \( f_j(x') \geq f_j(x) \), for all \( x', x \in X \);  
(ii) \( f_i \) is in conflict with \( f_j \) on \( X \) (denoted by \( f_i \downarrow f_j \)) if \( f_i(x') \geq f_i(x) \) entails \( f_j(x') \leq f_j(x) \), for all \( x', x \in X \);  
(iii) \( f_i \) and \( f_j \) are independent on \( X \), otherwise.

Figure 1: A typical example of conflict on \( \mathbb{R} \).

Figure 2: Supportive functions on \( \mathbb{R} \)

Let \( f_i \) be an objective function of (1). In [6] we defined the grade of interdependency, denoted by \( \Delta(f_i) \), of \( f_i \) as

\[
\Delta(f_i) = \sum_{f_i \uparrow f_j, i \neq j} 1 - \sum_{f_i \downarrow f_j} 1, \quad i = 1, \ldots, k. \quad (3)
\]

If \( \Delta(f_i) \) is positive and large then \( f_i \) supports a majority of the objectives, if \( \Delta(f_i) \) is negative and large then \( f_i \) is in conflict with a majority of the objectives, if \( \Delta(f_i) \) is positive and small then \( f_i \) supports more objectives than it hinders, and if \( \Delta(f_i) \) is negative and small then \( f_i \) hinders more objectives than it supports. Finally, if \( \Delta(f_i) = 0 \) then \( f_i \) is independent from the others or supports the same number of objectives as it hinders.

In [6] we used explicitly the interdependences in the solution method. Namely, first we defined \( H_i \) as

\[
H_i(x) = \begin{cases} 
1 & \text{if } f_i(x) \geq M_i \\
1 - \frac{M_i - f_i(x)}{M_i - m_i} & \text{if } m_i \leq f_i(x) \leq M_i \\
0 & \text{if } f_i(x) \leq m_i 
\end{cases}
\]

i.e. all membership functions are defined to be linear.

Then we computed \( \Delta(f_i) \) for \( i = 1, \ldots, k \), and changed the shapes of \( H_i \) according to the value of \( \Delta(f_i) \) as follows

(1) If \( \Delta(f_i) = 0 \) then we did not change the shape.

(2) If \( \Delta(f_i) > 0 \) then instead of the linear membership function we used

\[
H_i(x, \Delta(f_i)) = \begin{cases} 
1 & \text{if } f_i(x) \geq M_i \\
\left(1 - \frac{M_i - f_i(x)}{M_i - m_i}\right)^{1/(\Delta(f_i)+1)} & \text{if } m_i \leq f_i(x) \leq M_i \\
0 & \text{if } f_i(x) \leq m_i 
\end{cases}
\]

(3) If \( \Delta(f_i) < 0 \) then instead of the linear membership function we used

\[
H_i(x, \Delta(f_i)) = \begin{cases} 
1 & \text{if } f_i(x) \geq M_i \\
\left(1 - \frac{M_i - f_i(x)}{M_i - m_i}\right)^{|\Delta(f_i)|+1} & \text{if } m_i \leq f_i(x) \leq M_i \\
0 & \text{if } f_i(x) \leq m_i 
\end{cases}
\]

Figure 3: The case of linear membership function.
Then we solved the following auxiliary problem

$$\max_{x \in X} T(H_1(x, \Delta(f_1)), \ldots, H_k(x, \Delta(f_k)))$$

(4)

Let us suppose that we have a decision problem with many ($k \geq 7$) objective functions. It is clear (due to the interdependences between the objectives), that we find optimal compromise solutions rather closer to the values of independent minima than maxima.

The basic idea of introducing the shape functions can be explained then as follows: if we manage to increase the value of the $i$-th objective having a large positive $\Delta(f_i)$ then it entails the growth of the majority of criteria (because it supports the majority of the objectives), so we are getting essentially closer to the optimal value of the scalarizing function (because the losses on the other objectives are not so big, due to their definition).

### 3 Application functions for FMOP

Fuzzy sets of the real line are called fuzzy quantities. A fuzzy number $\tilde{a}$ is a fuzzy quantity with a continuous, finite-supported, fuzzy-convex and normalized membership function $\tilde{a}: \mathbb{R} \rightarrow [0, 1]$.

The family of all fuzzy numbers will be denoted by $\mathcal{F}(\mathbb{R})$. An $\alpha$-level set of a fuzzy quantity $\tilde{a}$ is a non-fuzzy set denoted by $[\tilde{a}]^\alpha$ and is defined by

$$[\tilde{a}]^\alpha = \{ t \in \mathbb{R} | \tilde{a}(t) \geq \alpha \}$$

for $\alpha \in (0, 1]$ and $[\tilde{a}]^\alpha = \text{cl}(\text{supp } \tilde{a})$ for $\alpha = 0$. A triangular fuzzy number $\tilde{a}$ denoted by $(a, \alpha, \beta)$ is defined as

$$\tilde{a}(t) = 1 - |a - t|/\alpha \text{ if } |a - t| \leq \alpha, \quad \tilde{a}(t) = 1 - |a - t|/\beta \text{ if } |a - t| < \beta \text{ and } \tilde{a}(t) = 0 \text{ otherwise,}$$

where $a \in \mathbb{R}$ is the modal value and $\alpha$, $\beta$ are the left and right spreads of $\tilde{a}$, respectively.

Let $\tilde{a}, \tilde{b} \in \mathcal{F}(\mathbb{R})$ with $[\tilde{a}]^\alpha = [a_1(\alpha), a_2(\alpha)]$, $[\tilde{b}]^\alpha = [b_1(\alpha), b_2(\alpha)]$ and let $\omega: \mathcal{F}(\mathbb{R}) \rightarrow \mathbb{R}$ be a defuzzifier in $\mathcal{F}(\mathbb{R})$.

We suppose that crisp inequality relations between fuzzy numbers are defined by defuzzifiers, i.e.

$$\tilde{a} \leq \tilde{b} \text{ iff } \Omega(\tilde{a}) \leq \Omega(\tilde{b}).$$

We metricize $\mathcal{F}(\mathbb{R})$ by the metrics [10],

$$D_p(\tilde{a}, \tilde{b}) = \left( \int_0^1 d([\tilde{a}]^\alpha, [\tilde{b}]^\alpha)^p \right)^{1/p}$$

for $1 \leq p \leq \infty$, especially, for $p = \infty$ we get

$$D_\infty(\tilde{a}, \tilde{b}) = \sup_{\alpha \in [0, 1]} d([\tilde{a}]^\alpha, [\tilde{b}]^\alpha),$$

where $d$ denotes the classical Hausdorff metric in the family of compact subsets of $\mathbb{R}^2$. We shall use the following inequality relation between fuzzy numbers [9]

$$\tilde{a} \leq \tilde{b} \text{ iff $$D_\infty(\tilde{a}, \tilde{b})$$}$$


\[
\Omega(\tilde{a}) = \int_0^1 r(a_1(r) + a_2(r))dr \leq \Omega(\tilde{b}) = \int_0^1 r(b_1(r) + b_2(r))dr
\]  
(5)

Consider a fuzzy multiple objective program [FMOP]

\[
\max_{x \in X} \{ f_1(x), \ldots, f_k(x) \}
\]

where \( \tilde{f}_i : \mathbb{R}^n \to \mathcal{F}(\mathbb{R}) \) (i.e. a fuzzy-number-valued function) and \( X \subset \mathbb{R}^n \).

An application function for FMOP (6) is defined as

\[ h_i : \mathcal{F}(\mathbb{R}) \to [0, 1] \]

such that \( h_i(\tilde{t}) \) measures the degree of fulfillment of the decision maker’s requirements about the \( i \)-th objective by the (fuzzy number) value \( \tilde{t} \). In other words, with the notation of

\[ H_i(x) = h_i(\tilde{f}_i(x)), \]

\( H_i(x) \) may be considered as the degree of membership of \( x \) in the fuzzy set ”good solutions” for the \( i \)-th fuzzy objective.

To construct such application functions for FMOP problems is usually not an easy task.

Suppose that we have two reference points from \( \mathcal{F}(\mathbb{R}) \), denoted by \( \tilde{m}_i \) and \( \tilde{M}_i \), which represent undesired and desired levels for each objective function \( f_i \). We can now state (6) as follows: find an \( x^* \in X \) such that \( \tilde{f}_i(x^*) \) is as close as possible to the desired point \( \tilde{M}_i \) and as far as possible from the undesired point \( \tilde{m}_i \), for each \( i = 1, \ldots, k \).

We suggest the use of the following family of application functions

\[ H_i(x) = \min \left\{ 1 - \frac{1}{1 + D(\tilde{m}_i, \tilde{f}_i(x))} \cdot \frac{1}{1 + D(\tilde{M}_i, \tilde{f}_i(x))} \right\} \]

or, more generally,

\[ H_i(x) = T \left( 1 - \frac{1}{1 + D(\tilde{m}_i, \tilde{f}_i(x))} \cdot \frac{1}{1 + D(\tilde{M}_i, \tilde{f}_i(x))} \right) \]

(7)

where \( T \) is a t-norm, \( D \) is a metric (e.g \( D_p \)) in \( \mathcal{F}(\mathbb{R}) \).

It is clear that the bigger the value of \( H_i(x) \) the closer the value of the \( i \)-th objective function to the desired level or/and further from the undesired level, and \textit{vice versa} the smaller the value of \( H_i(x) \) the closer its value to the undesired level or/and further from the desired level.

In (7) the t-norm \( T \) measures the degree of satisfaction of two (conflicting) goals ”to be far from the undesired point and to be close to the desired point”. The particular t-norm \( T \) should be chosen very carefully, because it can occur that \( H_i(x) \) attends its maximal value at a point which is very far from the undesired point, but not close enough to the desired point.

For example, if \( T \) is the weak t-norm \( T(x, y) = \min\{x, y\} \) if \( \max\{x, y\} = 1 \) and \( T(x, y) = 0 \) otherwise then \( H_i(x) \) positive if and only if \( \tilde{f}_i(x) = \tilde{M}_i \), i.e. we have managed to reach completely the desired point, which is rarely the case, because \( \tilde{M}_i \) is not necessarily in the range of \( \tilde{f}_i \). Another crucial point is the relative setting of the desired and undesired points. If \( D(\tilde{m}_i, \tilde{M}_i) \) is small then it is impossible to find an \( x^* \in X \) satisfying the condition ”\( \tilde{f}_i(x) \) is close to \( \tilde{M}_i \) and is far from \( \tilde{m}_i \)”. Another possibility to determine application functions for (6) is the use of defuzzifiers. Suppose that a defuzzifier \( \Omega \) can be established, such that \( \tilde{f}_i(x) \) can be considered as a fuzzy number representing the
statement "\( t \) is approximately equal to \( \Omega(\tilde{f}_i(x)) \)" for each \( x \in X \). Then instead of FMOP (6) we can consider directly its defuzzified version

\[
\max_{x \in X} \{ \Omega(\tilde{f}_1(x)), \ldots, \Omega(\tilde{f}_k(x)) \}. \tag{8}
\]

Suppose that the decision maker wishes to gain on the \( i \)-th objective minimum approximately \( m_i \), but he is satisfied when its value is approximately \( M_i \) or bigger. In this case we suggest the use of the family of application functions

\[
H_i(x) = \begin{cases} 
1 & \text{if } M_i \leq \Omega(\tilde{f}_i(x)) \\
\frac{\Omega(\tilde{f}_i(x)) - m_i}{M_i - m_i} & \text{if } m_i \leq \Omega(\tilde{f}_i(x)) \leq M_i \\
0 & \text{if } \Omega(\tilde{f}_i(x)) \leq m_i 
\end{cases}
\]

Remark 3.1 It is easy to see that \( D(\tilde{f}_i(x), \tilde{M}_i) \) is a better measure for the distance between the actual value and the desired value of the \( i \)-th objective function than the simple difference \(|\Omega(\tilde{f}_i(x)) - \Omega(M_i)|\), because, depending on the definition of the defuzzifier \( \Omega \), the later distance can be very small even if all \( \alpha \)-level sets of \( \tilde{f}_i(x) \) and \( \tilde{M}_i \) are very far from each other. For example, if we take \( D_\infty \) for a metric and the defuzzifier \( \Omega \) is defined by (5) then we have

\[
|\Omega(\tilde{a}) - \Omega(\tilde{b})| \leq D_\infty(\tilde{a}, \tilde{b})
\]

for all \( \tilde{a}, \tilde{b} \in \mathcal{F}(\mathbb{R}) \).

Remark 3.2 It should be noted that the direct translation of (6) to (8) is correct only if the (fuzzy number) values of the objective functions can be interpreted as approximations of crisp numbers derived from a given defuzzifier \( \Omega \).

Thus, similarly to the crisp case, FMOP (6) turns into the single-objective problem

\[
\max_{x \in X} T(H_1(x), \ldots, H_k(x)). \tag{9}
\]

It is clear that the bigger the value of the objective function of problem (9) the closer the fuzzy functions are to their desired levels. Similarly to the crisp case, we shall modify the application functions, \( H_i, \ i = 1, \ldots, k \) with respect to the interdependences among the objectives of FMOP (6).

We shall define the interdependences by the help of their application functions.

Definition 1 Let \( \tilde{f}_i \) and \( \tilde{f}_j \) be two objective functions of (6), and let \( H_i \) and \( H_j \) be the associated application functions. We say that

(i) \( \tilde{f}_i \) supports \( \tilde{f}_j \) on \( X \) (denoted by \( \tilde{f}_i \uparrow \tilde{f}_j \)) if \( H_i(x') \geq H_i(x) \) entails \( H_j(x') \geq H_j(x) \) for all \( x', x \in X \);

(ii) \( \tilde{f}_i \) is in conflict with \( \tilde{f}_j \) on \( X \) (denoted by \( \tilde{f}_i \downarrow \tilde{f}_j \)) if \( H_i(x') \geq H_i(x) \) entails \( H_j(x') \leq H_j(x) \), for all \( x', x \in X \);

(iii) \( \tilde{f}_i \) and \( \tilde{f}_j \) are independent on \( X \), otherwise.
Let $\tilde{f}_i$ be an objective function of (6) and let $H_i$ be its application function. We define the grade of interdependency, denoted by $\Delta(\tilde{f}_i)$, of $\tilde{f}_i$ as

$$\Delta(\tilde{f}_i) = \sum_{H_i, i \neq j} 1 - \sum_{H_i, i = j} 1, \quad i = 1, \ldots, k.$$  \hspace{1cm} (10)

Then similarly to the crisp case, if $\Delta(\tilde{f}_i)$ is positive and large then $\tilde{f}_i$ supports a majority of the objectives, if $\Delta(\tilde{f}_i)$ is negative and large then $\tilde{f}_i$ is in conflict with a majority of the objectives, if $\Delta(\tilde{f}_i)$ is positive and small then $\tilde{f}_i$ supports more objectives than it hinders, and if $\Delta(\tilde{f}_i)$ is negative and small then $\tilde{f}_i$ hinders more objectives than it supports. Finally, if $\Delta(\tilde{f}_i) = 0$ then $\tilde{f}_i$ is independent from the others or supports the same number of objectives as it hinders.

**Remark 3.3** It is clear that interdependences among fuzzy objectives of (6) strongly depend on the definition of their application functions. For example, if the application functions are defined in the sense of (7) then by altering the desired or/and undesired levels for the $i$-th objective function, it can modify $\Delta(\tilde{f}_i)$.

We use explicitly the interdependences in the solution method. Namely, first we change the shape of $H_i$ according to the value of $\Delta(\tilde{f}_i)$ as follows

1. If $\Delta(\tilde{f}_i) = 0$ then we do not change the shape, i.e $H_i(x, \Delta(\tilde{f}_i)) := H_i(x)$
2. If $\Delta(\tilde{f}_i) > 0$ then instead of $H_i(x)$ we take $H_i(x, \Delta(\tilde{f}_i)) := H_i(x)^{1/(\Delta(\tilde{f}_i)+1)}$
3. If $\Delta(\tilde{f}_i) < 0$ then instead of $H_i(x)$ we use $H_i(x, \Delta(\tilde{f}_i)) := H_i(x)^{|\Delta(\tilde{f}_i)|+1}$

Then we solve the single objective problem

$$\max_{x \in X} T(H_1(x, \Delta(\tilde{f}_1)), \ldots, H_k(x, \Delta(\tilde{f}_k)))$$  \hspace{1cm} (11)

The basic idea of introducing this type of shape functions is the following: if we manage to increase the value of the $i$-th objective having a large positive $\Delta(\tilde{f}_i)$ then it entails the growth of the majority of criteria (because it supports the majority of the objectives), so we are getting essentially closer to the optimal value of the scalarizing function (because the losses on the conflicting objectives are not so big, due to their definition).

### 4 Example

We illustrate the use of applications functions by a simple three-objective program. Let us consider the following FMOP

$$\max_{0 \leq x \leq 1} \{\tilde{f}_1(x), \tilde{f}_2(x), \tilde{f}_3(x)\}$$

where

$\tilde{f}_1(x) = (x, 1/2, 1/2)$,
$\tilde{f}_2(x) = (x^2, 1/2, 1/2)$,
$\tilde{f}_3(x) = (1 - x, 1/2, 1/2)$. 
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(i.e. fuzzy numbers of triangular type with the same widths). Suppose that the decision maker has the following reference (desired and undesired) points

\[ \tilde{M}_1 = (1, 1/2, 1/2), \tilde{m}_1 = (0, 1/2, 1/2) \]
\[ \tilde{M}_2 = (1, 1/2, 1/2), \tilde{m}_2 = (0, 1/2, 1/2) \]
\[ \tilde{M}_3 = (0, 1/2, 1/2), \tilde{m}_3 = (1, 1/2, 1/2) \]

Suppose further that we use \( D_\infty \) to measure the distance between the actual level and the reference points, and choose the product t-norm in (7) and the minimum-norm in (11). Then we have

\[ D(\tilde{m}_1, \tilde{f}_1(x)) = D(\tilde{m}_3, \tilde{f}_3(x)) = x, \]
\[ D(\tilde{M}_1, \tilde{f}_1(x)) = D(\tilde{M}_3, \tilde{f}_3(x)) = 1 - x, \]
\[ D(\tilde{m}_2, \tilde{f}_2(x)) = x^2, \quad D(\tilde{M}_2, \tilde{f}_2(x)) = 1 - x^2 \]

so,

\[ H_1(x) = H_3(x) = \frac{x}{(1+x)(2-x)}, \]
\[ H_2(x) = \frac{x^2}{(1+x^2)(2-x^2)} \]

It is easy to see that we have three supporting objectives (even though the functions of the modal values of the first two objectives are in conflict with the function of modal values of the third objective function). Therefore, from (10) we have \( \Delta(\tilde{f}_i) = 2, i = 1, 2, 3 \) and (11) turns into the following single objective problem

\[ \min \left\{ \left( \frac{x}{(1+x)(2-x)} \right)^{1/3}, \left( \frac{x^2}{(1+x^2)(2-x^2)} \right)^{1/3}, \left( \frac{x}{(1+x)(2-x)} \right)^{1/3} \right\} \to \max \]

subject to \( 0 \leq x \leq 1 \).

which has unique solution \( x^* = 1 \), i.e. we have managed to reach the desired levels.

5 Conclusions

There has been a development over time in multiple criteria optimisation methods (cf. [19]). The first stage, the multiple attribute utility theory and the utility theory based multiple objective linear programming methods, aimed at aggregating preferences to a unique function, which then should be optimised. Thus the main focus was on exploring the mathematical conditions for a consistent aggregation, the forms of the aggregating functions and the methods for constructing mathematically useful preference structures with some fairly strong assumptions on the rationality of the decision maker. The second stage, which is overlapping with the first stage, was developed around the outranking relation [14], which represents the decision maker’s preferences in a studied context when he has a certain set of information available. This outranking relation is assumed neither complete nor transitive and is thus much more realistic than the multiple attribute utility theory; it has also turned out to be quite useful for actual problem solving [19]. The third stage has developed around interactive methods, which combine successive optimization steps to find optimal compromise solutions with a dialogue with the decision maker to extract more information on his preferences. At its best an interactive method will serve as a searching
and/or learning instrument in the problem space, which will help the decision maker to both formulate his preferences and to find an optimal solution.

Fuzzy set theory has proved to offer several distinct advantages as a basis for multiple criteria optimisation. It has been the basis for new and rather unconventional solution concepts, which are based on searching for some optimal option, which "best satisfies most of the important objectives", and differ significantly from the traditional notion to try to find an optimal option which best satisfies "all the objectives". It has turned out that the problem of conflicting objectives can be resolved, as a fuzzy conflict in a multiple objective programming model is not absolute and thus can be used as a basis for compromise solutions. There are also some practical advantages: when the solution derived from a well-formulated mathematical MCDM-model is applied to an actual problem there are some major problems to consider: (i) the set of feasible decision alternatives is fuzzy, and this set changes during the problem solving process; (ii) the decision maker does not always exist as an active entity, and the preferences consist of badly formulated beliefs, which are riddled with conflicts and contradictions; (iii) data on preferences are imprecise, and (iv) a decision should be good or bad not only in relation to some model, but in relation to the actual context. Here we have enhanced the multiple criteria optimization instruments with a technique for dealing with interdependence among the criteria. We have introduced a family of application functions which will help a decision maker to express his preferences, when any chosen preference is either conflicting or supportive in relation to any other preference.
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